Guidelines for Reporting Reliability and Agreement Studies (GRRAS) were proposed
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Abstract

Objective: Results of reliability and agreement studies are intended to provide information about the amount of error inherent in any diagnosis, score, or measurement. The level of reliability and agreement among users of scales, instruments, or classifications is widely unknown. Therefore, there is a need for rigorously conducted interrater and intrarater reliability and agreement studies. Information about sample selection, study design, and statistical analysis is often incomplete. Because of inadequate reporting, interpretation and synthesis of study results are often difficult. Widely accepted criteria, standards, or guidelines for reporting reliability and agreement in the health care and medical field are lacking. The objective was to develop guidelines for reporting reliability and agreement studies.

Study Design and Setting: Eight experts in reliability and agreement investigation developed guidelines for reporting.

Results: Fifteen issues that should be addressed when reliability and agreement are reported are proposed. The issues correspond to the headings usually used in publications.

Conclusion: The proposed guidelines intend to improve the quality of reporting. © 2011 Elsevier Inc. All rights reserved.
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1. Background

Reliability and agreement are important issues in classification, scale and instrument development, quality assurance, and in the conduct of clinical studies [1–3]. Results of reliability and agreement studies provide information about the amount of error inherent in any diagnosis, score, or measurement, where the amount of measurement error determines the validity of the study results or scores [1,3–6].

The terms “reliability” and “agreement” are often used interchangeably. However, the two concepts are conceptually distinct [7–12]. Reliability may be defined as the ratio of variability between subjects (e.g., patients) or objects (e.g., computed tomography scans) to the total variability of all measurements in the sample [1,6]. Therefore, reliability can be defined as the ability of a measurement to differentiate between subjects or objects. On the other hand, agreement is the degree to which scores or ratings are identical. Both concepts are important, because they provide information about the quality of measurements. Furthermore, the study designs for examining the two concepts are similar. We focus on two aspects of these concepts:

- Interrater agreement/reliability (different raters, using the same scale, classification, instrument, or procedure, assess the same subjects or objects)
- Intrarater agreement/reliability (also referred to as test–retest) (the same rater, using the same scale,
and synthesis of the results are often difficult. Moreover, study design and statistical analysis is often incomplete when the measurement setting is sufficiently described (e.g., rater and sample characteristics, type of instrument, administration process) and the statistical approach (e.g., assumptions concerning measurement level, statistical model). Therefore, study results are only interpretable under how the study was designed and conducted and how the results were obtained. Reliability and agreement are not fixed properties of measurement tools but, rather, are the product of interactions between the tools, the subjects/objects, and the context of the assessment. Reliability and agreement estimates are affected by various sources of variability in the measurement setting (e.g., rater and sample characteristics, type of instrument, administration process) and the statistical approach (e.g., assumptions concerning measurement level, statistical model). Therefore, study results are only interpretable when the measurement setting is sufficiently described and the method of calculation or graphical presentation is fully explained.

After reviewing many reliability and agreement studies, it becomes apparent that important information about the study design and statistical analysis is often incomplete [2,12–21]. Because of inadequate reporting, interpretation and synthesis of the results are often difficult. Moreover, widely accepted formal criteria, standards, or guidelines for reliability and agreement reporting in the health care and medical fields are lacking [2,22,23]. Authors of reviews have often established their own criteria for data extraction and quality assessment [12,15,17,19,21–25]. The American Educational Research Association, American Psychological Association (APA), and the National Council on Measurement in Education have attempted to improve the reporting of reliability and agreement, but they focus on psychological testing [26].

2. Project

In the absence of standards for reporting reliability and agreement studies in the medical field, we evolved the idea that formal guidelines might be useful for researchers, authors, reviewers, and journal editors. The lead author initially contacted 13 experts in reliability and agreement investigation and asked whether they saw a need for such guidelines and whether they wished to take part in this project. The experts were informally identified based on substantial contributions and publications in the field of agreement and reliability. Each expert was also asked whether he knew an additional expert who would be interested in participating. Finally, from all these individuals, an international group of eight researchers, who were experienced in instrument development and evaluation (L.A., D.L.S., S.B., and A.H.), reliability and agreement estimation (A.D., B.J.G., C.R., and M.S.), or in systematic reviews (L.A., S.B., and A.H.) of reliability studies, was formed.

The objective was to develop guidelines for reporting reliability and agreement studies. The specific aim was to establish items that should be addressed when reliability and agreement studies are reported.

The development process contained elements of Glaser’s state-of-the-art method [27] and of the nominal group technique [28]. Based on an extensive literature review, the project coordinator (J.K.) produced a first draft of guidelines, including an initial list of possible items. It was sent to all team members, and they were asked to review, comment, change the document and wording, and to indicate whether they agree or disagree. Feedback indicated that there was a need for clarification of key concepts that are related to reliability and agreement studies. Therefore, definitions of key concepts were discussed among the team members, and definitions were established (Appendix). Based on the comments from the first review, a second draft was created and again sent to team members, accompanied by a summary report of all criticisms, discussions, and suggestions that had been made. Based on the critiques of the second draft, a third draft was created, reviewed, and discussed again. After the review of the fourth draft, consensus was achieved, and team members approved these guidelines in their current form.
3. Guidelines

The Guidelines for Reporting Reliability and Agreement Studies (GRRAS) are shown in Table 1. They contain issues that should be addressed when reliability and agreement are investigated. The underlying rationale, arguments, or empirical data to support each item are given later. The proposed issues correspond to the headings and order usually used in publications. The items aim to cover a broad range of clinical test scores, classifications or diagnosis. However, some items are only partly applicable to self-completed questionnaires (e.g., items 4, 6, 11).

Studies may be conducted with the primary focus on reliability and agreement estimation itself or they may be a part of larger diagnostic accuracy studies, clinical trials, or epidemiological surveys. In the latter case, researchers report agreement and reliability as a quality control, either before the main study or by using data of the main study. Typically, results are reported in just

<table>
<thead>
<tr>
<th>TITLE AND ABSTRACT</th>
<th>1. Identify in title or abstract that interrater/intrarater reliability or agreement was investigated.</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTRODUCTION</td>
<td>2. Name and describe the diagnostic or measurement device of interest explicitly.</td>
</tr>
<tr>
<td></td>
<td>3. Specify the subject population of interest.</td>
</tr>
<tr>
<td></td>
<td>4. Specify the rater population of interest (if applicable).</td>
</tr>
<tr>
<td></td>
<td>5. Describe what is already known about reliability and agreement and provide a rationale for the study (if applicable).</td>
</tr>
<tr>
<td>METHODS</td>
<td>6. Explain how the sample size was chosen. State the determined number of raters, subjects/objects, and replicate observations.</td>
</tr>
<tr>
<td></td>
<td>7. Describe the sampling method.</td>
</tr>
<tr>
<td></td>
<td>8. Describe the measurement/rating process (e.g. time interval between repeated measurements, availability of clinical information, blinding).</td>
</tr>
<tr>
<td></td>
<td>9. State whether measurements/ratings were conducted independently.</td>
</tr>
<tr>
<td></td>
<td>10. Describe the statistical analysis.</td>
</tr>
<tr>
<td>RESULTS</td>
<td>11. State the actual number of raters and subjects/objects which were included and the number of replicate observations which were conducted.</td>
</tr>
<tr>
<td></td>
<td>12. Describe the sample characteristics of raters and subjects (e.g. training, experience).</td>
</tr>
<tr>
<td></td>
<td>13. Report estimates of reliability and agreement including measures of statistical uncertainty.</td>
</tr>
<tr>
<td>DISCUSSION</td>
<td>14. Discuss the practical relevance of results.</td>
</tr>
<tr>
<td>AUXILIARY MATERIAL</td>
<td>15. Provide detailed results if possible (e.g. online)</td>
</tr>
</tbody>
</table>
a few sentences, and there is usually only limited space for reporting. Nevertheless, it seems desirable to address all issues listed in the following sections to allow data to be as useful as possible. Therefore, reliability and agreement estimates should be reported in another publication or reported as part of the main study. Our guidelines focus on reporting in detail, but we provide some minimum requirements for reporting results as a minor part of larger studies as well.

3.1. Title and abstract

3.1.1. Item 1: Identify in title or abstract whether interrater/intrarater reliability or agreement was investigated.

Rationale: Bibliographic databases and the Internet have now become the primary resources for searching for evidence. To use this evidence, rapid and clear identification of reliability and agreement studies is necessary. We recommend using the terms “interrater/intrarater reliability/agreement” in the title or abstract. The term “rater” seems suitable to characterize a wide range of situations, in which persons make judgments about other persons or objects. The terms “reliability” and “agreement” refer, in particular, to these kinds of studies.

Today, specific searches for these types of studies are limited, because a variety of different terms for reliability and agreement studies are used [29]: interobserver variation [30], observer variation [31], interrater reliability [32], intercoder reliability [33], intercoder agreement [34], interexaminer reliability [35], intertester reliability [36], repeatability [37], and others. In the hierarchical classification of Medical Subject Heading Terms (MeSH) of the U.S. National Library of Medicine, the entry term “reliability” refers to the MeSH “reproducibility of results,” and the entry terms “interobserver” and “intrar observer” refer to the MeSH “observer variation.” The entry term “agreement” does not refer to agreement studies, and there are no entries at all for the terms “interrater” and “intrarater.” In other databases, such as the Educational Resource Information Center, the terms “interrater” or “intrarater” are not indexed. On the other hand, “interrater,” “reliability,” and “intrarater reliability” are subject headings in the Excerpta Medica database (EMBASE) and in the Thesaurus of Psychological Indexes and Terms used in the database provided by the APA (PsycINFO). Neither in EMBASE nor in PsycINFO is the term “agreement” used for agreement studies. To overcome the diversity of applied terms and to enhance communication and research, we suggest that MeSH terms for reliability and agreement studies need to be fixed in the future.

Reliability and agreement studies that take place and are reported as part of a larger study should be identified in the abstract or keywords as well, because they provide empirical evidence regarding measurement error. Systematic reviews on interrater reliability studies have reported that many reliability and agreement estimates are obtained during the course of larger cross-sectional or prospective study designs. Most of these investigations would have been missed when specific search terms, such as “reliability” or “agreement,” were not used [16]. If indexing is absent, these reliability and agreement investigations are hardly detectable. It should be noted that original keywords provided by authors or publishers that do not correspond to the terminology or taxonomy used by indexing databases will get lost but they are valuable when using other search strategies (e.g., hand searching) or databases (e.g., Science direct, Springerlink).

3.2. Introduction

3.2.1. Item 2: Name and describe the diagnostic or measurement device of interest explicitly.

Rationale: The degree of reliability/agreement is related to the properties of instruments and classifications or scales that are used [1,5,38–40]. However, measurement devices exist in various versions and languages and many have been adapted several times. Therefore, definitions of items or categories should be made explicit, because raters may have different understandings of the wording used, thus, creating difficulties in the interpretation of concepts [33,34,41]. Additionally, there may be several definitions for the same measured construct [42,43]. Readers must know exactly which instrument or scale, and which version, was applied. A standard reference is insufficient for that.

In the case of categorical classifications, the total number of categories used must be stated, because the value and interpretation of interrater reliability/agreement coefficients are related to this number [44,45]. Furthermore, many classification systems were designed to measure the severity of a disease or conditions (e.g., pressure ulcer classifications: grades 1–4; intensity of phobic anxiety symptoms: mild, moderate, and severe). When such classifications are applied to nonaffected persons, it is common to use additional categories, such as “not affected.” Under these circumstances, readers must know exactly how many and which categories were actually applied (e.g., pressure ulcer classifications: grades 0–4) [16,38].

In the case of continuous measurements, the value of interrater reliability/agreement coefficients depends on their range [46,47]. When continuous measurements are converted into categorical data and split into distinct categories (e.g., normal blood pressure or hypertension), authors should state explicitly the chosen cutoff scores.

The aforementioned statements hold good in situations where the investigated measurement device exists and has already been published. If a new instrument or scale is being developed, the Introduction section should contain the rationale and justification for this. The detailed description of the new tool should be part of the Methods section.

3.2.2. Item 3: Specify the subject population of interest.

Rationale: Measurement or diagnostic devices were designed for special populations (e.g., care settings, age groups, stages of disease). Moreover, characteristics of
subjects affect the interpretation of reliability and agreement, because the resulting coefficients are closely linked to this population. Reliability and agreement coefficients are population specific and depend on the prevalence of the studied characteristic or trait [1,3,39,46,48].

3.2.3. Item 4: Specify the rater population of interest (if applicable).

Rationale: Classifications and instruments or scales that are not self-completed are designed for persons working in various fields, having varying levels of training, and under specific conditions. Usually, the rater population of interest will be all persons working in these areas and possibly using the instrument in question. This population should be characterized by rater qualifications, clinical background, knowledge, degree of expertise, and training, as these characteristics may have a major impact on reliability and agreement estimates [3,35,39,40,49,50].

Usually, the focus of reliability and agreement studies as part of larger studies involves the measurement of reliability or agreement among researchers, research assistants, or all other raters, who are responsible for the data collection [3]. In these cases, the raters involved are the only raters of interest. Nevertheless, rater characteristics (e.g., clinical skills, training) should be described on the grounds that they potentially can influence results [38,51] and such information is needed in later reliability generalization studies [6].

3.2.4. Item 5: Describe what is already known about reliability and agreement and provide a rationale for the study (if applicable).

Rationale: For studies carried out with existing scales or instruments, readers should be provided with an overview of existing evidence about reliability and agreement. This should be accomplished by a review of the literature. Systematic reviews and reliability generalization studies should be the preferred sources. It should be explained why this new study was necessary and why it was important to investigate agreement and reliability in this situation. What will be added to existing knowledge?

3.3. Methods

3.3.1. Item 6: Explain how the sample size was chosen. State the determined number of raters, subjects/objects, and replicate observations.

Rationale: Although investigations into sample size determination for reliability and agreement studies are small in number, some suggestions have appeared in the literature [52–59]. Note that, in studies investigating scores of self-administered questionnaires, sample size determination refers to the subjects only.

Situations may arise where the predetermined number of replicate observations, subjects, or raters cannot be achieved because of organizational, financial, or ethical constraints [60]. Furthermore, in smaller reliability and agreement studies, the maximum possible number of raters may be determined by the design of the main study. This information should be made explicit to make the study transparent and credible.

3.3.2. Item 7: Describe the sampling method.

Rationale: Enrollment of subjects in interrater reliability and agreement studies is often not clearly stated [17]. The sampling method (e.g., at random, consecutive, convenient) for both rated subjects and raters should be stated, because it has implications for the statistical analysis [1,5,61] and guides the reader in generalizing the reported results [62]. We further suggest that authors should explain in detail what “random,” “consecutive,” and “convenient” mean in their study. Recently, Zegers et al. conducted an interrater agreement study of the results of patient-record reviews [63]. They stated “In this study, 55 trained physicians reviewed in several different hospitals (average 5.2 hospitals per physician)” (p. 96). Even though the authors provide detailed eligibility criteria, the sampling method is not clear.

3.3.3. Item 8: Describe the measurement/rating process (e.g., time interval between repeated measurements, availability of clinical information, blinding).

Rationale: It is important to provide readers with sufficient information regarding the measurement/rating process, because reliability and agreement estimates may vary according to the time interval between repeated measurements; the general conditions underlying the measurement situation (e.g., atmosphere, location); the specific measurement setting (e.g., imaging modalities, light); or the complexity of the measurement/rating process or characteristics of the rated subjects themselves [1,8,24,49,64–67]. Standardization of the measurement/rating process helps to prevent bias [35], but when instruments or classifications are to be used in broader clinical contexts and in daily practice, reliability and agreement should also be investigated under conditions as close as possible to the clinical daily routine or other natural setting [19,68–70].

The completeness of clinical information about a person’s health status, identity, gender, age, or history can also influence the diagnostic process and, consequently, the assessment result. It should be stated what information was given in which way, whether raters were blinded to subject/object information; and how was the blinding organized [17,22,23]. However, describing the availability of clinical information does not mean that these data must be described or analyzed in detail. It should also be stated whether raters were blinded in the sense that they were not aware that their judgments will be compared with those of other raters, removing the possibility of a Hawthorne effect (i.e., ensuring that the rater’s behavior is not altered because of an awareness being observed) [4,71]. A sufficient description of the measurement process, including
information regarding blinding, is missing in many research reports [17,24].

In addition, it should be stated if the final measure or rating to be used result from single or repeated measures. To increase reliability, it is often recommended to use the mean of two or more raters rating the same persons or objects in the study [72–74]. Such mean ratings can be assessed for reliability in a similar way as single ratings. Consensus ratings or the mean of repeated measures usually show higher reliabilities [6,61]. In those cases, it must be stated whether reliability coefficients are based on the average of ratings and scores or whether reliability measures refer to the score of a single rater [61]. This information is an integral part of the measurement/rating process.

The measurement/rating process in reliability and agreement investigations as part of larger studies should be as similar as possible to that of the main study. Otherwise, results may not adequately reflect the measurement error of the main study [75,76].

3.3.4. Item 9: State whether measurements/ratings were conducted independently.

Rationale: When diagnostic information, scores, or other test results in clinical practice are obtained by individual raters alone, the measurements or ratings in the study should be conducted similarly as well. This is important, because the magnitude of reliability and agreement coefficients may be directly influenced by the study setting. For example, in studies where raters simultaneously conduct an assessment or scoring exercise, no communication should be allowed. However, some form of communication under these study conditions may still have taken place. Thus, two raters may agree with each other more often when they are aware of each other’s assessments [21,77]. On the other hand, repeated scorings or ratings should not be conducted independently in every situation, because many decisions are made by groups. If one is interested in comparing decisions or scorings between such groups, then the authors should, instead, describe the degree of independence among the groups involved. Systematic reviews have revealed that information regarding the independence of classifications or scorings is frequently missing [15–17,22].

3.3.5. Item 10: Describe the statistical analysis.

Rationale: There are several statistical approaches that may be used in the measurement of reliability and agreement. Because they were often developed within different disciplines, no single approach can be regarded as standard. Every method is also based on assumptions concerning the type of data (nominal, ordinal, continuous), the sampling (at random, consecutive, convenience), and on the treatment of random and systematic error [1,5,46]. Therefore, it is not possible to be too prescriptive regarding the “best” statistical method, with the choice depending on the purpose and the design of the study.

Table 2 lists frequently applied statistical approaches as arranged by the level of measurement [78] and by the use of reliability vs. agreement statistics. Kappa-like statistics provide useful information about reliability for categorical data [1,44]. However, there are several types of kappa statistics, including Cohen’s kappa, Cohen’s weighted kappa, and the intraclass kappa statistic. Inference procedures also vary depending on the particular kappa statistic adopted, for example, the goodness-of-fit approach for the intraclass kappa statistic [56]. Kappa coefficients have been frequently criticized for their dependence on the rater prevalence, but, as with other measures of reliability or diagnostic accuracy, this behavior exactly reflects the population specificity. Low kappa values indicate the inability of the investigated measure or classification to make clear distinctions between subjects of a population in which those distinctions are very rare or difficult to achieve [44,79]. In addition, it might reflect the inability of raters to distinguish between adjacent categories [80].

Ordinal measurements are common in research and practice. Reliability calculations for such data have been proposed by Whitfield [81], Rothery [82], Müllner and Büttner [46], and Roberts and McNamee [83].

The intraclass correlation coefficient (ICC) based on analysis of variance (ANOVA) models and kappa statistics using quadratic weights may be adopted for measuring the reliability of continuous scales. ANOVA models are typically justified by assuming normally distributed errors. The treatment of sampling errors because of different raters is crucial for the appropriate selection of an ICC [61,84]. Moreover, although the ICC is reported in many research

Table 2: Statistical methods for analyzing interrater/intrarater reliability and agreement studies

<table>
<thead>
<tr>
<th>Level of measurement</th>
<th>Reliability measures</th>
<th>Agreement measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Kappa statistics</td>
<td>Proportions of agreement</td>
</tr>
<tr>
<td>Ordinal</td>
<td>Ranked intraclass correlation</td>
<td>Proportions of specific agreement</td>
</tr>
<tr>
<td></td>
<td>Matrix of kappa coefficients</td>
<td>Proportions of agreement</td>
</tr>
<tr>
<td></td>
<td>Weighted kappa</td>
<td>Proportions of specific agreement</td>
</tr>
<tr>
<td>Continuous</td>
<td>Intraclass correlation coefficients</td>
<td>Proportions of agreement (ranges)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Standard errors of measurement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coefficients of variation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bland–Altman plots and limits of agreement</td>
</tr>
</tbody>
</table>
When continuous measurements are split into distinct categories (see item 2), it is recommended that results be calculated for the continuous measurement as well, because the transformation of continuous values into categories may cause difficulties in interpretation and lead to a reduction in statistical power [32,58,85].

The proposed measures of agreement include proportions of exact agreement [8,86,87], proportions of specific agreement [86,87], repeatability coefficients, and the graphical method proposed by Bland and Altman [88]. For continuous measurements, standard errors of measurement [8,89] and proportions of agreement within specified limits provide useful information as well [8].

When reliability or agreement data are collected in a clustered fashion, for example, in multicenter studies, it should be reported whether the data have been pooled and, if so, which pooling procedure was used. Proposals for summarizing reliability coefficients from different groups or samples have been made [5,90–94]. Although not frequently done (e.g., Bååth et al. [95]), the heterogeneity between multiple centers should be reported, because empirical evidence suggests that it is almost always present [16,92,95].

There are other approaches that might also be used (e.g., coefficients of variation, item response theory, or the “signal to noise ratio” [96]). Researchers should clearly state a priori their assumptions, why a certain approach was chosen, and what was intended to be demonstrated. Finally, the statistical software used should be reported.

3.4. Results

3.4.1. Item 11: State the actual number of raters and subjects/objects that were included and the number of replicate observations that were conducted.

Rationale: These numbers are necessary to evaluate the precision of the study and to make further calculations (e.g., in meta-analysis) possible [20,31,58,59,97,98]. A flow diagram allows readers to follow the inclusion and exclusion process from the intended sample of raters and subjects to the actual sample. This information also provides some information about the generalizability of results. Finally, features of the data collection dealing with crossings of raters and subjects/objects help readers to decide whether the statistical analysis was appropriate [1,61]. However, in the case of self-administered questionnaires, only the number of respondents needs to be provided.

Recently, Bates-Jensen et al. [99] investigated whether subepidermal moisture measures can be used to predict skin damage using, among others, a four-stage pressure ulcer classification: “Interrater agreement was assessed on 98 pairs of observations. For erythema presence kappas ranged from 0.70 to 1.00 across anatomic sites and for erythema severity (blanchable vs. nonblanchable) kappas ranged from 0.59 to 1.00. Interrater agreement on stage was 1.00 on 10 pressure ulcers” (p. 191). In addition to the fact that it remains unclear which kappa statistic was applied, it is impossible to understand how many raters, patients, skin sites, and types of ulcers were involved.

3.4.2. Item 12: Describe the sample characteristics of raters and subjects (e.g., training, experience).

Rationale: Sample characteristics should be described. This information helps to evaluate whether a representative sample of raters and subjects was included [19,43,68] and whether results may be extrapolated to other populations [25]. Participating raters should be similar to the intended users. Additionally, information about the “true” prevalence, the severity of the rated characteristic, or the actual number of categories is helpful in characterizing the sample [100].

3.4.3. Item 13: Report estimates of reliability and agreement, including measures of statistical uncertainty.

Rationale: As there are various statistical approaches that can be adopted, it must be made clear what the calculated numeric expressions mean. Recent reviews revealed that the type of coefficient obtained is sometimes reported ambiguously [14,16]. Statements, such as “The percentage agreement … was r = 0.83 to r = 0.96” [101] or “A data collection team … were trained … to achieve an interrater reliability of 0.90” [102], are insufficient.

Single summary measures of reliability and agreement provide only limited information [7,14,19,31]. We recommend reporting a combination of coefficients (e.g., kappa statistics and percentage of agreement), which allow the reader to get a detailed impression of the degree of the reliability and agreement. Graphical methods (e.g., Bland–Altman) also provide useful information about the distribution of scores.

Confidence intervals as measures of statistical uncertainty should be reported, because the ranges of values that are considered to be plausible for the population of interest are useful for interpreting results [56,103]. Where investigators wish to demonstrate a satisfactory level of reliability and agreement, particular attention should be given to the interpretation of the lower limit [104].

3.5. Discussion

3.5.1. Item 14: Discuss the practical relevance of results.

Rationale: There are various suggestions in the literature regarding the degree to which reliability or agreement coefficients can be labeled as “poor” or “perfect,” “low” or “high,” or whether the reliability/agreement is “high enough” [22,60,86,105,106]. Although these guidelines are clearly arbitrary [38,105], they have been widely adopted in the reporting of results. As an example, Zegers et al. (2010) stated “A κ-value between 0.00 and 0.20 was classified as ‘slight’; between 0.21 and 0.40 as ‘fair’; between 0.41 and 0.60 as ‘moderate’; between 0.61 and 0.80 as ‘substantial’; and between 0.81 and 1.00 as ‘almost perfect’ ” [63]. Nevertheless, these “labels” do not indicate the practical or clinical relevance of results [19,25]. In other words, even if one obtains
high reliability or agreement coefficients, disagreements might have occurred, which are clinically unacceptable. The magnitude of acceptable differences between scorings or ratings is not solely a statistical decision but also a clinical one. In clinical practice, it depends on the purpose and consequences of test results, scores, or diagnostic results regarding how much error will be allowed to be introduced into the clinical decision making [1, 7, 44, 107].

Values of 0.60, 0.70, or 0.80 are often used as the minimum standards for reliability coefficients, but this may be only sufficient for group-level comparisons or research purposes [12, 58, 108]. For example, ICC values for a scale measuring pressure ulcer risk should be at least 0.90 or higher when applied in clinical practice [108]. If individual and important decisions are made on the basis of reliability estimates, values should be at least 0.90 or 0.95 [109].

Finally, results should be interpreted in terms of influencing factors. Authors should state what could and should be done to improve results. There are various studies concluding that reliability and agreement are poor but provide little help as to what should be done next [22].

3.6. Auxiliary material

3.6.1. Item 15: Provide detailed results if possible (e.g., online).

Rationale: Considering the variety of factors influencing reliability and agreement estimates (rater and sample characteristics, instruments, statistical methods), it is evident that single summary measures provide only limited information. Thus, systematic reviews and the meta-analysis of reliability and agreement studies will likely become more frequent. Detailed results or even raw data are valuable resources for recalculation and meta-analysis [92, 93]. For instance, Stockendahl et al. [19], in conducting a meta-analysis of reliability coefficients of binary data, were unable to decide whether kappa values were influenced by differences in observed prevalence between raters or by lack of agreement. Presentation of relevant fourfold tables would have solved this problem, perhaps, presented as auxiliary material. Otherwise, authors should carefully consider the way in which results are presented in the article.

4. Discussion

The level of reliability and agreement among users of scales, instruments, or classifications in many different areas is largely unknown [15, 16, 18, 100, 110−112]. Therefore, there is a clear need for rigorous interrater and intrarater reliability and agreement studies to be performed in the future. Studies are also needed for investigating reliability in clinical practice [16, 25, 36, 43]. We hope that the guidelines will help to improve the quality of reporting.

To our knowledge, no document focusing on reporting of reliability and agreement studies in the medical field has yet been published. However, there is some overlap of the present guidelines with the Standards for Reporting of Diagnostic Accuracy (STARD) [113] and with the Standards for Educational and Psychological Testing [26].

The STARD [113] contains a checklist of essential elements of diagnostic accuracy studies that must be reported. Diagnostic accuracy studies differ from reliability or agreement studies in comparing one or more test results with results obtained with a reference value obtained on the same subject. In interrater and intrarater reliability/agreement studies, results are compared from the same or from different raters rating the same subjects or objects and using the same scale, method, or classification. In these kinds of studies, raters or methods are treated symmetrically [86]. No rater or method is considered as a reference standard [114]. Reliability/agreement estimates provide information about the degree of measurement error in the results, not of the validity of the results. Additionally, STARD gives only limited guidance on the reporting reliability and agreement coefficients.

The purpose of the Standards for Educational and Psychological Testing [26] is to provide criteria for the evaluation of tests, testing practices, and the effects of test use. Reliability and measurement error issues are addressed in 20 of these standards, but emphasis here is placed on psychological tests in which an examinee’s behavior is evaluated and scored using a standardized process. Measurement and instrument issues (e.g., scale units, reporting of different standard errors) are discussed in great detail, whereby other issues (e.g., indexing, sampling) are not considered.

Our recommendations aim to cover the reporting of reliability and agreement studies over a wide range of disciplines, especially in health care. Today, there are no established standards in this field.

5. Limitations

We chose a pragmatic approach in developing the guidelines. Eight experts participated, and they were blinded to each other in the first round only. It is commonly assumed that Delphi methods are more reliable, because the group interaction is indirect and more people can be involved [115]. Furthermore, no single expert with a strong opinion and ego can override the opinion of the other experts. However, consensus achieved by Delphi methods also heavily depends on the participating experts, techniques of summarizing and presenting the group response, and on how disagreements are resolved [116]. It has also been shown that Delphi methods do not result in different outcomes when compared with the Nominal group method and that groups of up to 12 participants can achieve agreement [117, 118]. In our multidisciplinary group, discussions among group members were allowed. An understanding of reasons for disagreement was possible, and new ideas were developed, discussed, and incorporated in the guidelines.

Because we provide only guidelines for reporting studies, formal validation approaches are not applicable. The
only possible validation of our guidelines would be to investigate whether another group of experts with comparable levels of expertise in a comparable situation would have produced the same results, which would be very impractical. However, we do strongly encourage users of these guidelines to comment on and criticize our work so as to improve it accordingly.

6. Conclusions

Interrater and intrarater reliability and agreement examinations are needed to estimate the amount of error in the rating or scoring of tests and classification procedures. We have proposed a set of general guidelines for reporting reliability and agreement studies. The guidelines are broadly useful and applicable to the vast majority of diagnostic issues. We believe that this first draft may be improved upon and updated in the future. We appreciate any comments or suggestions by readers and users.

Appendix

Concepts related to reliability and agreement studies

<table>
<thead>
<tr>
<th>Concepts</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement</td>
<td>Agreement is the degree to which scores or ratings are identical.</td>
</tr>
<tr>
<td>Interrater agreement</td>
<td>Interrater agreement is the degree to which two or more raters achieve identical results under similar assessment conditions.</td>
</tr>
<tr>
<td>Interrater reliability</td>
<td>Interrater reliability is the degree to which two or more raters are able to differentiate among subjects or objects under similar assessment conditions.</td>
</tr>
<tr>
<td>Rater</td>
<td>Every person who makes a judgment about a person or object.</td>
</tr>
<tr>
<td>Reliability</td>
<td>Reliability is the ability of scores of a measuring device to differentiate among subjects or objects.</td>
</tr>
<tr>
<td>Repeatability</td>
<td>Repeatability is the degree of how close scores or ratings obtained under similar conditions are.</td>
</tr>
<tr>
<td>Test–retest reliability (intrarater reliability)</td>
<td>Test–retest reliability is the degree to which a measurement device is able to differentiate among subjects or objects under repeated similar assessment conditions. Synonymous with intrarater reliability.</td>
</tr>
</tbody>
</table>
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